
G A E  Public Hearing Extended Test imo~iy 334 Hollister Way West 
Febn-uany 29,2008 Glastonbury, CT 06033 
Testimon~y of Denlise M. Weeks Denise@,CTVotersCount.org 

Good morning. C1~ai1-s and mcmbcrs of the committee. M? Name is Denise Weeks and I am a resident of Glastonbu~~ CT 
I apprcciatc this opportunit). to comment. 

I have 30 ?ears experience working with computers, as a programmer. s) s t e m  designer and prqject and operations 
manager. 

I believe the greatest threat to the integrity of our voting systems comes from their susceptibility to fraud and I am 
here to ask that you conti~iue to mandate hand cou~its for audits AND ~.ecounts. 

In mj- recent testimonj. to the colnmittee in West Hartford, I outlined several 1vaj.s in ~vhich the AcuVotc Optical Scanner 
is vulncrablc to fraud in wa3.s that \vould evade prc-election testing. I \\;as speaking theoreticall>- at the time, based on m). 
o\vn experience as a manager of largc application testing projects. 

Ho~vever, we need go no ful-ther that our o\vn Voting Technologj. Research Center at UCONN for examples that suppoi-& 
mj  cotlclusions. 

In a recent repol-t (I), Dr. Alexander Shvai-tsman and his team outlined several tj.pes of mal-wai-e or lnalicious code that 
could be introduced to alter the result of elections AND described how such attacks could avoid detection in pre-election 
testing. These attacks include: 

I~litializi~lg the co~ults in a race to +I( and -I( to effectivelj. alter the outcome of the race while producing an 
apparentl~. valid Zero Tape at the start of the election, and balancing the number of ballots to the number of voters 
checked off. 

A11 attack in \vhich a candidate's votes could be nullified b>- moving their bubble sheet location to an area with no 
bubbles: or swapping their vote \\lit11 alother candidate's bj- swapping their bubble locations. 

Alte~irlg the count on an under voted ballot to add a vote for a pa~ticular candidate that the voter did not select 

With each of these attacks, the tallies on the final election tape would not reflect the voters' intent. The report 
cautions: 

"the ability to tamper with the printer fi-om tlle loaded software . . . , shows that the tape alone should not be t~usted 
unless significant measures are taken to validate the code (p7)." 

Their repol-& goes on to demonstrate how an attacker could place a '-time bomb" or dateieve~lt scilsitive code in the 
softn~are to allom- the attack to evade detection in pre-election testing: 

'This sensitivitj. to time will prevent poll-workel-s that perform the standard test procedures fsom revealing that a 
machine is compromised prior to the election (P6)." 

Indeed, the report further states that: 

-'it is possible to deliver [malicious code] into the lscall~lerj having limited phj.sica1 access to the machine, using 
only standard hardware, and it takes onlj minutes to do so. Fu-the~more, this could be can-ied out at an). time 
between the original i~litializatioll and election day (pS)." 

Finall)- the report had this to sa). about audits: 

"Post-election random audits of the voting machines coupled with manual-counts would help idcntifi fault? or 
L compro~nised machines. 

Replacing the hand count \\.it11 a machine count for audit OR a recotunt is a bad idea. It removes the most reliable 
safeguard IYC have against progl-a~nming errors and fraud of the t~ .pc  I described. I urge !-ou 

To maintain hand countcd audits and rocounts 
= To strengthen the audits so we 

o Count cnougl~ of the ballots to deter and detect error or fi-aud 
o Mandate that discrcpa~lcics be iilvcstigatcd and \vllc~-c ncccssal2 expand the audit 
o l~nple~nent -hot audits* n.hcrc audits are started shortlj. aftcr the election 
o To eliminate loop holcs in the la\\: such as tllc cxcmption for ballot questions and the csc~nption for towns 

\\-here recounts or challenges have occ~~r~-cd  
That co~~cludcs m?. tcstimol~! . Thank j . 0 1  tbt- the opportunit) to comment. 
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Abstract 

Special purpose trusted corn put in^ devices are cun-entljl 
being deployed to orer many services for lvhich the general 
]>of 
the servlres oflered by man). o f  these devices demand h ~ g h  

_st.cu~jG 
ccjn~urnption. Electronic Voting machines is a canonical ex- - 
anzple ofthis phenomenon. Wirh electronic voting machines 
cumnrly being used in nzuch of'rhe United States and sev- 
eral otl~er countries, there is a strong need for thorough 
securiq rvaluotion of fhese devices and the procedures in 
place for their use. In this work we fitst prtt forth LI Sen- 
eral ji-ameluork for special purpose musled conzputing de- 
vices. We /hen ficus on ~ ~ t i c a l - ~ c a n  (0s) electinic voting 
teckr~ology as a specific instance of thisfiamcwork OS ter- 
minals are a popular e-voting technology with the decided 
advantage 0j.a riser-verifid paper trail: the ballot sheets 
themselves. Still election lesulrs are based on nzachitre- 
generated totuls as well as nwchine-,?enel-atcd audil repor~s 
to ~:alidate the voting process. 

In this paper lve present a secur-it) assessnzent of the 
Diebold AccuVote Optical Scan voting trrminal (AV-OS), 
u ~ ~ o ~ ~ u l a r  OS lei-mind cul-mntly in wide de{~hjrncnr on- 
ticipatirzg rhe 2005 Pwsidenrial clecrions. The us.sessrnent 
is dt?;~>laped usin,? ~..uclusively I-a:e~:~e-engineerin,?, with- 
out any lerhrzical .spec$cation.r prnlided by zhe rtznrhine 
s u l i e s  We denzanstlute a number I$ .rerurity rssues 

I P I U ? ~  lo the n7~zchrne's proprietui?. I u n ~ u u ~ e ,  culled 
;,c .-...-- r i :  Bri r; i L;. that is rrsed blr reportin,q elrcrion I-esulrs. 
Wlqilc 1l7i.s 1un.quuge is 111ou.qh1 lo be beni,qn, es~~eciully . -.. -- x---<m--p 

i y g r r & a t  i[ is e,s.ser~tiallv .smrdbo.red hy th2-&"'MIir:,F 
- - 

:;uw 1>17h  cad uc[-,c.s,~;, lce,dqnon!srrute thar Ir r . ~  p c~ t  e~ ju l  
enouyh lo ( I )  srt~nqrhen knolvn orracks ayurnsr rhe AV-OS 
"- 

w ~hor ~ h q  hec(m~c undc~rr.tuble piior 10 eiectionc. (rrnd ---- - 

t ~ , r : n i f i c a n t l y  increasing theirnzagnitride) ol; ( i i )  to con- 
@flrzalk bias the election re,~ulrs to reach a desired out- 
come. Given the discovered vulnerabilities utul attacks we 
proceed to discuss how random audits cun be used to val- 
idate with high confidence that a p ~ ~ c e d u r e  carried out bj 
vec ia l  purpose devices ,such us the AV-OS has nor been 
manipulahd. We rnd with a set ofrecotim~e,ldarionsjor the ---. 
Jesien and soti-use of OS' vorine s\.stmls. 

1. Introduction 

A special purpose computing device is a colnputing sys- 
tem designed to be reliable for a certain specialized class 
of applications. This is in stark contrast to the goals of 
a general-purpose co~nputer, designed to provide a broad 
spectrum of services without addressing specialized secu- 
rity concerns. The design of specialized devices, on the 
other h a d ,  should make it possible to offer several ser- 
vices to the end-user in a ]nore secure, reliable fashion. 
so~ncthing that may not be as readily fcasible when using 
a general-purpose co~nputer. Notable examples of special 
purpose trusted computing devices in currcnt use are auto- 
matic teller ~nachines (ATjMs or Ba~co~na t s )  in banks. home 
gaming stations, and electronic voting terminals. 

Given that the security concerns for such slxcializcd de- 
vices vary from one application to the ncxt, we first present 
3 general architecture of such n 1ypic;ll syslcm. LVe briefly 
discuss the ~iifferent ~nodulcs, both active and passive. that 
collcctivcly fonn lhc system. We analyzc the diflcrcnt pa- 
ra~ncters oS each ~nodulc from a security standpoint and il- 
lustrate Ihc sevcral classes of threats or allacks Lila1 can be 
launched against such a system. 

Bascd on [his framework we proceed to analyze a 
widely-used electronic voting technology. cnllcd Optical 



Scan iOS) voting. Such voting tcnninals have k e n  in active 
use in many elections in the Unitcd States. Subsequently, 
we focus on the proprietary liuiguage for writing software in 
a parlicular OS voting tenninal: we present lnalware writ- 
ten in this language that afkcts the intended system oper- 
ation. We then provide pointers and reco~nlncndiltions for 
safe use ol'such systems including rando~n audits. Vie hope 
is that readers may g m e r  the lessons learned from the de- 
fects of the particular tenninal (that is c u r ~ n t l y  irz u.re in 
tizatzy .xtates and will be enll~loyed in the upcoming -?DO8 
presiJentia1 elrctions) and that the indust~y sta~~d;lrds for 
the security for such syste~ns will be improved. 

Electronic Voting. E-democracy [4]. the use of elec- 
tronic technologies to support the democratic process, is 
a topic of much debate within the governlnent, industry, 
and academia. Elections fonn the foundation of any suc- 
cessful democracy and safeguarding their integrity is nat- 
urally an issue of paramount importiulce to the electorate. 
Thus, a principal cause of concern is the accuracy, security, 
and effectiveness of the electoral apparatus used to conduct 
elections. After the disputed 2000 presidentid election, the 
role of technology in the voting process has attracted an in- 
ternational audience. Electronic Voting Machhles (EVMs) 
have since then been brought to the focus of attention and 
they were touted by many as the much needed replacement 
of the previous voting technology using punch cards and 
lever machines. The Help Alnerica Vote Act (HAVA) [5] 
enabled the upgrade of voting equip~nent nation-wide with 
a promised budget of $3.8 billion for election rcfonn. As 
reported in [6], depending on the state, 30% to 90% of the 
funds that were cvcntually allocated would be spent on vot- 
ing equipment. The effects of the upgrade are already evi- 
dent, since in 2006 it was estimated that about 130 million 
voters would be using EVMs to cast their votes [ 7 ] .  

While EVMs appear to offer improved perfonnance in 
tenns of reducing residual vote rates, see, e. g., [8], and pro- 
vide more flexible human interfaces, they also became the 
subject of intense scrutiny from a computer security view- 
point. Severlll studies [3, 9, 10. 11, 12, 1, 13, 14, 151 in- 

at present the adoption is split bctwecn the two types of s y -  
telns 17). with larger countics favoring DRE ~nilchincs and 
slnaller counties favor~ng OS machines. From a sccurity as- 
sess~ncnt point of view DRE's have attracted most of the 
criticisln [LO, 12, 13, 151. while OS technology is typically 
touted as the salcr alternative (though not w~thout its own 
problen~s [ l ,  141). Illcleecl, an important benclit ol' the opti- 
cal sciin technology is that it niiturally yields a voter-verified 
paper audit trail (VVPAT)-the actual "bubble slleet" bal- 
lots marked by the voters. This dfie'ercntiates OS electronic 
voting froln DRE voting ter~ninals (such as the Diebold Ac- 
cuVote TS [lo. 151 and TSx [I.?] tenninds forexlunple) that 
provide a digital interface for voting during the elections. 

Contributions. We present the following contributions. 
First, we present a general fralnework for describing 

the general architecture of spccial purpose trusted colnput- 
ing devices that highlights their vulnerable components (cf. 
Section 2); we show how OS voting tenninds in general, 
and the AV-OS in particular, f i t  into this general framework. 

Second, we Swus on the vulnerabilities of one particu- 
lar co~nponent in the architecture that deals with the critic+ 

~ c u v a  t s, 

reportinn functionality of the device. For the AV-OS. the f '' ' Q M5 - 
report~ng functionality is based on the A c c u B a s  i c  propri- 
etary interpreted language that we reverse engineered based 
on a colnpiler that is publicly available. We stress that we 
did not have "insider access" to any of the system's compo- 
nents, and we did not have access to any vendor design or 
communication specifications. 

l'he A c c u B a s i c  language is thought to be relatively 
bcnign, given that it is "sandboxed" by the firmware and 
has only read-only access to the sensitive memory areas of 
the AV-OS system. Previous works [ l ,  21 touched briefly 
on the role of this language in developing attack vectors 
against the AV-OS and did not utilize its full potential (from 
the attacker's viewpoint). The results presented in another 
report [14] (that was based on insider access of the actual 
source of the A c c u b a s i c  interpreter), hinted to some po- 
tential issues with the language, although no concrete ~nal-  
ware was presented. 

vestigated the coinpctcncc of solnc EVMs in use as well IIere, we demonstrate that by i~nplanting " A c c u B ; i s i c  5, ,-, k, 1 c 
as performed evaluation iu~d security assessment and re- .$ Malware" code into a tenninal we can (i) strengthen the P 
t un id  alarming results. Evitlently, there arc significant de- 

.r3 C f & U  L i 
revious attacks of 11, 21 by making them undetecrable to 

sign challenges lo be overcornc k f o m  EVMs can be con- ;re-elrcrion o u & ~  thus substantidly incrwsing the seri- ' 'Qr 
sidercd truly satisfactory election instruments. To gain the ousness of the threat by such attacks. and (ii) conrlitionall\: 
trust of the electorate and to maintain the integrity of the bias the electio~l results to r a c h  a desired ou(comne. These 
clcc(ora1 process the need fix a thorough security cvalua- results arc reported in Section 3. 
tion of these devices and the procedures in place for their Finally. we deal with random audits and how they can 
use cannot bt: understated. be used to validatc that a certain procedure carried out us- 

It should be stressed that not d l  EV.Ms u c  "equal"; ing specialized dcviccs is not colnprolnised. Audits arc 
rxcluhng minor dif'1'crcnce.s there are two major types ol' h a x d  on executing the ~nachint: operation indepcndenlly on 
electronic voting equipment: Direct recording electronic a small randoln sample of the dcvicc population: these rc- 
tDRE) ~niichincs a i d  optical-scan (OSi  ~nachines. There is sults arc nddrcssul in Section 4. We finish thc papcr with a 
he;itcd dcbatc ovcr \vhich technology is lnorc suitable. &id review of the lessons learned ti-oln our investigation. 
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Figure 2. Architecture of the AV-OS voting ter- 
minal. Note that "GEMS'is the initialization 
system. 

a device, it would then be possible to determine if the out- 
put is correct given the input, and also to detemiine if the 
discrepancies arc statistically significant for the given ap- 
plication. We note that if it is not possible to store the input 
stream directly the voting terminal may assist an operator to 
produce il snapshot of an input; this is what happens for ex- 
ample in "voter verifiable paper audit trail" (VVPAT) voting 
terminals that first print a little paper receipt of the voter's 
choices, then require the validation of the voter and finally 
store the receipt h r  future auditing purposes. 

3. Case Study: Optical Scan Electronic Voting 

In this section we turn our attention to Optical Scan ( 0 s )  
electronic voting, an architecture for electronic voting de- 
vices that fits into the model of special purpose trusted com- 
puting devices of Figure 1 and we discuss the security vul- 
nerabilities of the Diebold Accu-Vote OS optical scan vot- 
ing terminal (AV-OS), specifically, those related to the soft- 
ware components. First, Section 3.1 describes the AV-OS 
machine in relation to the special purpose trusted comput- 
ing architecture. Section 3.2 then presents attacks against 
each software component based on previous work and our 
own findings. Methods of delivering these attacks are illus- 
trated in Section 3.3. Section 3.4 discusses some lessons to 
be learned from these attacks. 

3.1. The AV-OS Optical Scan Voting Terminal 

, . 
I he AV-OS cIcctio11 system consists oC two components: 

Ihc Accr~Votc Optic;~l Scan voting tcrrr~innl (the AV-OS tcr- 
~ninal) and the ballot dcsign and central tabulation system 
(GEMS, for (;lobill I.;lcclion Miir~agcrnc~~t Syslcrr~). 'l'licsc 
cu~~ipor~crits have the l'ollowi~ig charnclcrislics: 

Thc G E M S  soilw;~rc is ir~s~allcd ~ I I  a convcr~tiori;~l I'(: 

that is ecluippcd with a serial port ancl i~iclutlcs a b;~llot 
dcsign systcm ant1 a tabulation syste~n. 

The specifications of an clcction are downloaded onto 
;140-pi11 128KB Epson memory card presenl in the AV- 
OS. This specificulion includes the lopo~tr of the bub- 
blc shcct and candidate nurncs. 

The AV-OS systcnl uscd in this study co~~tained the 
f i w a r c  version 1.96.6 (in the form of an l',PROM 
chip). It is equipped with an optical scarincr, a paper- 
tape dot-matrix printer, a LCT) display, a serial com- 
munication port, and telephone jacks leading to a built- 
in ~nodcm. It runs on a V25 CPU (an 8088 con~patiblc 
processor). For election dcploy~ncnt the systcm is se- 
cured within n ballot box so that no sensitive controls 
or connectors are exposed to the voter. 

In addition to the firmware, the AV-OS is given a byte- 
code which provides functions usal for reporfirzg elec- 
tion results by printing to the audit tape. 

The AV-OS terminal fits into the special purpose trusted 
computing device uiodel we  presented. Figure 2 shows 
the architecture of the AV-OS (cf. the general fran~ework 
as shown in Figure 1). The firmware can be considered 
trusted since an attack against it would require replacing the 
memory chip storing the firmwxre. This, of course, does 
not imply any guarantees regarding Lhe correctness of the 
firmware, but only that an athcker other than an insider is 
unlikely to be able to tarnper with it. 

During an election the input stream consists of bubble 
sheets in which voters have marked their votes. For our 
purposes, these arc assumed to be  valid from the design and 
printing process, and authenticated by the poll workers that 
distribute the ballot sheets during an election. The machine 
also has two buttons, YES and NO, which are hidden during 
an elcction and are used by poll workers during initializa- 
tion and when printing the final report o r  audit logs. 

Before an election and prior to delivering the system at 
:I poll site, state officials load two pieces of data using the 
GEMS sofiware: the ballot layout and the bytecodc. To- 
gcthcr with the counters, thcsc are thc thrcc sol'twarc com- 
ponents of the system. The ballot layout indicates how bub- 
ble shcct locations corrcspontl to thc counters locntcd on the 
memory card. The by~ecodc consists of functions uscd, L'or 
cxamplc, to pririt the zcro tolal report prior to an election 
and to print tile election totals alter an clcctiori. 'I'hc initial 
statc of Ihc counters is zero. 

3.2. Attack Vectors 

In this section wc present "3tt;ick wctors" agau~st the 
AV-OS that I;trrlpcr with tlic software coniponcrlts. \'c lirst 



review existing ;~tl;~cks th,~t were tlcmonstlatetl against the 
AV-OS tcr~nili~ll n~itl then we proceed to ~ I I S  new resrllts. 

3.2.1 Previous Atlack Vectors: lliilial Stale and Ballot 
Layoul 

In 11 1, Ilursti demonstrates an attack in which counters are 'li ' ' given v:ilaes k ;md -k rnod 65516. Alter the election. P 
votes will thus be trunsfcrctl from one candirtntc to the other, 
-[total votes rcportecl will rcm;lin unchange?. Spcc~f- 
ic;llly, all attacker niilst gain access to the Ilielnory card ant1 
use a card renclerlwriter to alter the state, after the machine 
has alrc;~tly becn i~iitializcd (note that zeroing the counters - 
is part of the iriitinlization process). The reporting function- 
ality i s  also altered in [ I  ( to make sure that the counters 
are reported as zero whereas they are not. We expand on 
this direction substantially on our own demonstrated attack 
vectors. A tlow~iside of this attack (and upside from the 
system's viewpoint) is that the counters can be zeroed at the 
poll site by running n "mock auditing election" (of course it 
is up t o  the statc officials to incorporate such procedure into 
thc poll prcp;lration procedure). 

In the AV-OS telminal, the ballot layout given from the 
GEMS initi;~lization system is not digitally signed and no 
attempt was made to authenticate the source of the layout 
(beyond using a proprietary integrity checking protocol that 
was non-cryptogr;iphic). In &n_ attack was demonstrated 

% ,  

+G,+G in which the ballot data is downloaded and modified, and :I 

I ,  
computer masquerades as a GEMS server in order to load 

# > this altered layout. The result is an attack in which a candi; 
date's votes may be nullified by moving their bubble sheet 
location to an area with no bubbles, or swapped with an- 
other candidatc's by swapping thcir bubble locations. 

3.2.2 Our Results : AccuBasic ~MulWare for Co~~ceal- 
ing Tampering and Results Manipulation 

The AV-OS b;ises its reporting functionality on the finnware 
and the AccuEasic bytecode that contains the format- 
ing desired for the election (cf. Figure 2). AccuEasic 
is a proprietary language that was devclopcd by Diebold. 
The AccuBasic bylecode propruns ;Ire compiled h-o~n 
AccuEasic cotlc using a compiler that is part of the 
GEMS iuitiali~ation system. The bytccodc itself is an 
ASCII file and ciun be cditetl with ordinary text editors. An ---- 
AccuBasic compiler is publicly avililahle from 1201; we 
took advantage of  rhc conlpiler for reverse eligilicerirlg LIle 
bytccoclc ;IS ACCUEZIS i c  is not ;I publicly spccifcti Inn- .., 

guagc. I:or rcatlahility, we will use the AccuBaslc syntax 
to illl~str;llc lhc I'unclionalily 01' t l~c t)ytcco(lc. AccuEas ic 
is ;I pn)cctlural la11gu;lgc ; I I I ~  shoulti he t~~itlcrsl;~~id;~l,Ic lor 
rcntlers lar~iili;lr with lypical prnccdural progr;~mrning Ian- 
su;lgcS. 

Figure 3. Election results reported by the same 
AV-OS terminal before (left) and after (right) the 
time 1200  clectioli time specified in the bytecode. 
The time-bomb was activatcd and the counters were 
unswapped to reveal the tampering. 

Like the ballot layout, thc bytecodc is not cryptographi- 
cally authenticated. In [I], special bytecode was used where 
counters were reported to be zero when in fact they were 
not. i.e.. an attackcr could force the machine to mint only 0 
i m r o  lbtal Keport," meant to insurc that the counters, 
are indeed 0; This could be used to hide an improper initial 
state as in the case of 111. 

During our own cxuerimentation we found&i~t  the bvte-4 T, , , ,q 
code language offers a wealth of functions that can be p o ~ ~  1 
tentially exploited by an atti~ckcr. In p a r t i c ~ ~ l i ~ .  we will + 

20 ,Yih 
demonstrate a "time bomb" attack in which the bytccode Quc  k 
checks the date and time In order to decide whether the 
election has begun. An attzzck utilizing such code can re- 
tain proper behavior in pre-election testi~ig, in which the 
m;~chine is vcrificti by comptuist)n with h ; ~ ~ i d  ~ ~ ) L I I I I C ~ I  h.11- 
!ots, wh~lc I)chi~\ in:, improperly (11rrirl.e Ihc ;iztl1;11 election, 

Concealing Tampcrcd Initial States. '&e u d v a n t a ~ o f  .&s 
~ ~ ) t i i f v i n g  ~ h c  countcr_s (c.g., Ijy [;~nipering with thc layout (1, , - r n 6 n e n  t i /  
or altering the initial statej is that the reported res~llts will be - - cll &*re& 
co~iipromisctl ~~liet l icr  Lhcy arc rcportcti via the autlil tilpc or 
c9c~tronically rhn)u.qh the C;I.;MS sol'tw:lrc. .fhis mc;ilis thal +$. 
t ~ ~ ~ c o r r l i n e d  the vi)tcs is pcrniaucntlv ultc~~x!, at Ic;~st, 
wilh rcspecl to fhc coun[cr ilrcii ill  111e r~ i e r~ io~~y  cilrd. A11 



AV-OS tcnninal co~npro~nised wilh an attack such as those 
described in [ 11 or [?I records the actud results improixrly. 
Still. the i~npropcr recording that is pcrlorlncd can be de- 
tected by pre-election testing and thus this may allow the 
poll-workers to isolate a tampered tenninal. Still, as we 
will delnonstrate, it is possible to make a terlninal behave 
properly during prc-election tests. 

2.- In this section wc demonstratt: how a properly mo&- ' 1 m f c c o d c  call test for the date and tilie kci oltcr th; 
go irl LS r q o r t e d  results to conceal tlle ta~npered illitid state prior 

to the actual election. This "double deceit" of a comoro- 

but properly when tested - can be achleved as follows: the 
IqkchOA report functionality of the tennind is altered so that it cor- 

&cf< ~n~salirrned counters or non-zero initialized counters 
in the event that the ballot count is too low (which would 

to the case when the mll officials test a small 
batch of hand-counted votes\ or when the date and time is; 
prior to the real election time. In the case of a candidat: 
swapping attack, the votes can be "un-swapped," and in the 
case of modified initial counters. the pre-loaded values can 
be subtracted to obtain the true value. 

In other words, in standard computer smuri ty terminol- 
ogy. the attacker can plant a "time-bomb" in the tenninal. 
Before the election, the program in the tenfinal's card in- 
verts the swapped counters to conceal the ~nalicious behav- 
ior (the swapping of votes). When the time of thc election 
comes, the illicit behavior is triggered automatically. This 
sensitivity to time will prevent poll-workers that perf'onn ' d e ~  the standard test procedures froin revealing that a inachinc - 

2 iZ k C t r o r 7  is co~npro~nised prior to the election, 
The rest of this section will briefly describe the bytecode 

alteration, illustrating the diunagc that can be done with this 
see~ningly benign language used for reporting. When the 
AV-OS tenninal is asked to print the election results. it ex- 
ecutes a routine z in the bytecode located on thc mnemory 
card. In its untmpcred state, the reporting routine loops 
over dl the candidates ~uld prints out the vote count for that 
candidate. Thiscan be written. following R c c u B a s i c  syn- 
tax. roughly as follows: 

I moc z 
2 " & = O  

3 FORE4t.X cand ida t e  
4 Tc = c a n d ~ d a t c  c l r  / O ]  
5 { I'RINT VOPE ('OlINr AS r/r, } 
6 l3DH)RE-IC.H 
7  Ei\WW<w: 

The variable r holds the vote count to bc used in the codc 
that pcrl'orms ihc layout and printing 011 line 5. This votc 
count is initiillized to zero on line 2 and takes thc col-rect 
count inside the loop on linc 4. 711~e "time-bo~nb" attack 
adds a loop at the beginning of' this routine to lookup the 
votc cou~lts rccor~ic~l f'or thc t\vo cillidiJiltcs that have been 

swapped. It then cllecks tllc dale and time ;uld. ii the elec- 
lion has llot yet begun. it sets thc var- able r. in order to swap 
the candidate votcs. undolng the swap that was done by 
changing the ballot layout. The actual A c c u b ' a s i c  code 
then Lxcomcs: 

1 m K :  z 
2 '& = 0 
3 L ' : ( , i = O  
4 <J(>j = 0 

5  MRE&CM candidate 
h IF h3RC%ll'l candid ; i t  e . niirne , "A") = 0 
7 ':hi = c a n d i d a t e .  c t r  [O] 
8 ELIF SlRCbiP! candida te  .name, "B") = 0 
9  4)j = c a n d i d a t e .  c t r  [O] 

10 ENDIF 
I1 rn-CH 
12 EKHEACH candida te  
13 cYx = c a n d i d a t e .  c t r  [ 0 ]  
14 IF SRCMP!DATE, " 11107/06")!=0 
15 OR b~ch.lF'fTIhfE. "07:OO:OO") <= 0 
16 IF 
17 SlXCMP( candida te  .name, "A") = 0  
1 8 %c = %j 
19 ELIF 
20 biTRCTkhIPf candida te  .name, "B") = 0  
21 qL< = 'qj 
22 Eh'DIF 
23 W I F  
24 {PRINT  V O E  COIJNT AS L 7 r )  
25 ~ ~ C H  
26 ENPFtOC 

Lines 3-4 declare the variables i and j which will hold 
the vote counts for the swapped candidates. Lines 5-1 1 
look up the votcs for the candidates with nlunes "A" and 
"B" and store the counts in variables i and j. Lines 12-23 
are the loop from the original code, but now it swaps the 
votes for the target candidates on lines 16-20 when either 
of the conditions on lines 14-15 are met. The first condition 
tests whether it is the elwtion day while the second con&- 
tion tests whether it is late enough in tile day (i.e.. polls are 
open and any tests must be complete). Additional condi- 
tions, such as the total number of ballots received, are also 
possible. Notice that resetting the counters and going back 
into pre-election testing ]node will not help poll-workers to 
reveal the attack and will not invalidate the vote swapping 
attack. 

A kev insizht lroln this attack is that the liinitations im- - - 
posed by Accl . :Ba : i ic .  nunely the read-only access to the Q ~ L C L C  k 
memory card, do not prevent attacks such as these. In par- Gesii 't- 
ticular. local variables and arithmetic cxorcssions can be . .- 
c ~ \ L ~ ~ ~ r ~ ~ > ~ ~ - ~ , ~ ~ t t ~ ~ k  i~ t l lou t  u s ~ ~ ~ ?  rcq li ' ' 
wnte-access to the me~nor): card - -<-.., ------- - .- ,&ccec ,~  6 6  



4. Audits 

In this section we discuss Ilow audits can be used to test 
the integrity of' a procedure that is carried out by a spc- 
cia1 purpose truslcd co~npuling device. The l'uildmcntal 
assumption here is that the real input streiun is stored and 
is available for auditing pul-poses. The principal issue we 
resolvc: in this section is the tbllowing: suppose that a pro- 
cedure was carried out by a number of' deviccs rhat could 
have been talnpercd with individually. Given that the input 
stream is sto~.cd for each one, for how many devices the cal- 
culation should be independently repeated and co~npared to 
the "machine counts" to h;we a reasonable conlidence that 
no machine tiunpering occurred'? 

It should be stressed that a random sunpling plays a 
crucial role fbr an unbiased audit report. In [I91 a simple 
method for sampling precincts in an observable way is pre- 
sented. Here we give some tradeoff between rhe nu~nber of 
machines to be audited and a level of confide~lce to find at 
least one co~npro~nised machine. 

First consider the case in which co~npromised machines 
are sampled with replace~nent. In this case, we can compute 
the number of machines that must be audited for a given 
level of confidence that nt least one compromised machine 
is found. Table 1 shows the level number of machines that 
should be audited for a probability that at least one such ma- 
chine was found illid a given fraction of machines that are 
compromised. For example, if 95% confidence is desired 
and 10% of the machines are compromised, then 28 ma- 
chines should be audited in order to be 95% sure that one 
such machine was found. This is computed as 

where s is (he required sample size. c is the level of con- 
fidence and f' is the fraction of inachines that are colnpro- 
~ n i s e d  This table is valid for any number of total machines 
and represents a "safe" bound on the s m p l c  size. 

Next. consider the case in which the number of machines 
is known and we wish to compute the probability that we 
have found at least one co~npro~nised machine. Table 2 
shows. for tlle case of 800 ~nacllines, the probability that at 
least one co~npro~nised machine is lound for a given sari- 

plc size and co~npro~nisedratio. For example. if 10% of the 
~nachines (80 in this case) are co~npromised. and a sample 
size ot'30 is used, then we can be 88% sure that our sample 
will include a colnprolniscd ~nachinc. This is computed as 

where c is the conlidcnce that ;I cc>niprc~miscd ~nachine will 
be Ihund. N is thc total number of voting ~nachincs, /' is 

Table 1. Number 01 ~nachincs that need to be aud~tcd 
to ;~chicvc dcsircrl lcvcl of conli(lcncc that at lc~rst one 
co~npro~n~scd  ~nachlne was found. 

Table 2. Probability of finding at least one compro- 
~niscd machine given a known nulnbcr of machines 
(800 in this case). 

i Fraction of mnclunes coulpro~niscd 
Srunplc 

l j lU56  7.5% lU.Uri 15.0Ci 17.5Ck 2U.U'I- 

10 ; 0.40 0.54 0.65 0.81 0.86 0.89 
15 i 0.54 U.6?, 0.80 0.92 0.Y5 0.'/7 - -- -- -- . ... 
20 j 0.67 0.7Y 0.88 lJ.?r6 U.'J8 O.'JY -- 
25 1 0 . 7 3  0.86 0.4 0.YX 0 .9  0.99 
30 /-0.7Y 

-- 0.Y1 0.96 0.YY U . 9  1.00 -- 
35 ( 0 . 8 4  0.Y-l 0.98 U.YLJ 1.00 1.00 - ~ -- 
40 ' 0.88 0.96 0.90 0.')') 1.00 1.00 

the liaction of machines that are compromised, and s is the 
salnple size. 

These tables show that auditing is feasible, even for a 
high level of confidence. 

5. Conclusion 

In this paper we presented an architecru~-al model for 
special purpose trusted devices that models well electronic 
voting systelns. We then presented a case study of the AV- 
OS system including an analysis of recent findings from the 
literature ulcl our own experimentation. Wc ~llldyzed the 
proprietq Acc~;B;i : ; ic  language that is uscd by the AV- 
OS and we presented ~ndware  written in this language that 
call be uscd to either st~.cngthen previously known attacks 
or makc thc~n undclccrablc by pre-election tests. We also 
presented Acc~:B;-:: ; ic ~nalware that biases the reporting 
functionality and tnisrcpresents the counts. Next, we dis- 
cussed how to perSonn audits based oil random sa~npling 
in large scale dcploylncnts of' trusted devices to ensure Ihnt 
no iicviccs have been tiunlxred. Finally, we discussed thc 
lessons to lx learned f'ro~n these i~~vestigation~. 

It is clear l'ro~n this \rwk that security issues exist in the 



AV-OS system, and my system will] a similar architecture 
will posses silnilar flaws unless proper security pl.occJurcs 

~ ~ 

arc put in pl;lcc. Of particular il~lercst is the flexibility oi 
attacks lhrough the bytecode, despite having no ability to 
write to the in(c~nal slorage. The ability to ~nodily the lay- 
out and reporting f'unctioi~alities is essential to make such 
a systcln llexiblc enough lo be pl.acticnl. Ilowc\er, ill- 
tlition to ;~~lthentication mccha~~isms, verific3tio11 that tllesc 
components are behaving properly should be a ~nandatoqr 
require~ncnt. 
~ek~iowled~e~ne l i t .  The authors thank Michael Korlnull 
and David Wall~~ck for contributing in the AV-OS analysis 
at ;~II earlier stage of the present research effort. 
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